Ultrasound Nerve Segmentation

Machine Learning CS582 Project Proposal

# Dataset

The dataset for this project is taken from a Kaggle competition “Ultrasound Nerve Segmentation”. It consists of ultrasound images of the neck, from which nerve structures can be identified to improve the placement of the catheter.

# Project Idea

Surgery oftentimes involves post-surgical pain. Managing pain involves the use of narcotics which have several unwanted side effects; under or overdosing respiratory side effects and sedation.

One way to manage pain with less dependency on narcotics is through the use of indwelling catheters that deliver anesthetic. Pain management catheters block or mitigate the pain at the source. These catheters are inserted in the area around the nerves that carries sensation from the surgical site. It is therefore imperative to accurately identify nerve structures in order to effectively insert the catheters.

# Software to Write

The goal of this project is to identify a collection of nerve structures called the Brachial Plexus (BP). Given an ultrasound image, highlight or annotate the area in the image where the BP is located.

We will apply deep learning in computer vision to recognize the BPs in ultrasound images. In doing so, the following tasks will be involved:

1. Design a deep neural network
2. Train the neural network from a dataset of ultrasound images
3. Create a script that accepts images as input, and outputs the same images with highlighted/annotated Brachial Plexus, if present.
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# Deliverables

At the end of the project, we are expected to have:

1. Deep neural network architecture
2. A trained model
3. A paper describing the preprocessing of data, training results, and visualizations of results

If time permits:

1. A simple server application where the trained model will be embedded, and returns annotated ultrasound images given raw images
2. iOS application that simulates an ultrasound device that automatically annotates Brachial Plexus nerve endings.